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Dependency parsing

« Dep » has. parsing (e, the
resultis a tree)

+ They also have some different properties (e.g, number of edges and depth of
trees are limited)

the
~ Determine the head of each word.
- Determine the relation type:
+ Dependency parsing can be

~ grammar-driven (hand crafted rules or constraints)
~ data-driven (rules/model s learned from a treebank)

Grammar-driven dependency parsing

+ Grammar-iven dependency parsers typically based on
 lxicaized CE parsing
 consisit satscion poblem

o racable , 3
metimes soft, or weighted, constrains are used
~ Practical implementations exist

+ Our focus will be on data-driven methods

Dependency parsing

common methods for data-driven parsers

+ Almost any dependency pars
« There are two main approaches:
Graph-based search for the best tre structure, for example
- find minimum spanning tre (
~ adaptationsof CF chart parser c.8, CKY)
general, computationally more expensive)
Transition-based similar to shiftreduce (LR(k)) parsing

reduce) at each step
- Lincar time complexity

Shift-Reduce parsin
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Transition based parsing

« Use a stack and a bufer of unprocessed words
« Parsing as predicting a sequence of transitions like
Ler-Arc: mark current word as the head of the word on top of the stack
Ricir-Axc: mark current word asa dependent of the word on top of the stack.
Sturr: push the current word on to the stack
« Algorithm terminates when all words in the input are processed

o ly dete tic, best
using a machine learning method.

A typical transition system
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« popwi,

+ add arc (wj,, i) to A (keep w in the buffer)
RicmrAre: (0| wiwy | BA) 5 (0wl BAU{wi,rwy)})
+ popwi,

« addarc (wy,rwy) to A,
« move w to the bufer
Wi BA) S (olwy, BA)
« push w to the stack
« remove it from the bufer
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Transition based parsing: example Making transition decisions

| + In LR(k) parsing, the actions are deterministic: there is only one action to take
H on every parser sate
o parsing, the best among
multiple actions
The typical method is to train a (discriminative) classifier on features
extracte from gold-standiard trastion sequences
with binoculars

+ Almost any machine learning (cla

ication) method s applicable

Classification Supervised learning
witha peture

. a

to supervised hat predict

categorical variables (e.5., POS tags or parser actions)

« The predictions are based on statistics extracted from a fraining set

« There are a large number of classification methods, just a few examples:
Logistic regression

Decision trees

worpipaid

~ Support vector machines.
- Memory-based learning.
- (Deep) neural networks

Types of supervised learning Supervised learning: regression
y

+ Ifwe want o predict a numeric value,the problern s calld regression
= Age of the author
 Frequency of 2 word + Wewant to predicty form x

Reacton tme toa st A

* we want o prdict bl orcategory theproblem s clled lsron e N
= Purtof Speech of a v
~ Whether document is spam or not « The idea is to reduce the
 The ranslaton f a o ertor o the training set
e acton tofake darng transton-based parsing




Supervised learning: classification

i « We want o predict the class (-, or
) from the features (x) and x)

+ A possible solution: find a function
that separates the classes

. predict

Another solution: the

probabilities (logistic regression)

A note on generalization

+ Animportant concern in machine learning is to learn to generalize
« A common issue with (complex) ML methods is overftting — the system may
learn ‘memorize’ the training data, rather than learning generalizations

at

there . you need

separate data set

‘This s a very superficial introduction. You need to know more about the
‘methods you are using so that you get the best out of these methods.

Features for transition-based parsing Features for transition-based parsing
examples
« In transi parsing, Jassfi
+ At each step during parsing, we have features like
« The features come from the parser configurations, for example BRI
- Theword bottom of the stackis ~ fomistack] = san - foralButt) = her
fine) - lomafStack] = see - lemmalBute] = she
- The fist/second word on the buffe - posistacd - ~ PosBur] = PRON
~ Right/left dependents of the word on top of the stk /buffer
* For each posabe ‘address we can make e offestures ke * We need to make a transition decision such as
lemma, POS ta,
- S - RiaimArc(om)
- L\Qpendrncv relations i) rples S e ST
g « We can use any mult-class classfier, examples in the literature include
- svms - Neural networks
~ Decision Trees -

The training data
+ We want features like,

- Loama(Stack] = duck
- PUSStack] = voun

« But trecbank gives us:

The training data

« The features for parsing
 The data (teebanke) eod o be preprocessed fo obaning the rating dta

" parsing by using tresbarnk annofations asan ‘oracle’
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Non-projective parsing

. s ssed pas so for projective
dependencies
+ One way toachieve lmifed) norprofectve parsing 1s 0 dd specal
o, T
e A and Rici-Axc ansitons {0/ from nort0p words rom the stack
+ Another mathod s psedo-prjectveparing
- preprocessing to prof recs before training.

roectvity while marking it on the nen dependency label
~ post-processing for restoring the projectiviy after parsing
« Reintroduce projctvity for the marked dependencies

Pseudo-projective parsing

Nowprojcie e oday

Pucudo projectie e
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ar time, greedy, projective parsing

+ Canbe extended to non-projective dependencies

« We need some extra work for generating gold-standard transition sequences.
from trecbanks

Early
long-distance dependencies
« The greedy algorithm can be extended to beam search for better accuracy
(stll linear time complesity)
« Reading sugestion: Jurafsky and Martin (2009, draft chapter 14)
{55ps: / /web. stanford. edu/~ jurafsky/s1p3/14. pit, Kiibler, McDonald,
and Nivre (2009)
Next:
« Graphbased parsing: the MST
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