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Graph-based parsing: preliminaries

+ Enumerate all possible dependency trees
+ Pick the best scoring tree
« Features are based on limited parse history (like PCFG parsing)
+ Two well-known flavars:
= Maxmum (weight/probabily)spanning r (MST)
- Chart-parsing based me

MST parsing: preliminaries

‘Spanning tree of a groph

‘Spanning tree of a connected graph is a sub-graph
which is a tree and traverses all the nodes

« For fully-connected graphs, the number of spanning
al in the size of the graph
« The problem is well studied

finding the optimum spanning tree on weighted
graphs

MST algorithm for dependency parsing

« For directed graphs, there is a polynomial time algorithm that finds the
ST) of graph

(Chu-Liu-Edmonds algorithm)
+ The algorithm starts with a dense/fully connected graph
« Removes edges unilthe resulting graph is a tree
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Once il eyl are elminated, the sesult s the MST.

Properties of the MST parser

« The MST parser is non-projctive

« There is an algorithm with O(n?) time complexity

« The time complexity increases with typed dependences (but sl close to
quadratic)

* The wighs parametes s asocaed with edes (ot alld
“arcfacto

+ We can lear the arc weightsdirecty from a trecbanik

+ However, itis dificult to incorporate nor-local features

Non-local features

« The graph-based dependency parsers use edge-based features

« This limits the use of more global features

+ Some extensians for using ‘more’ global features are possible

« This often leads non-projective parsing to become intractable

+ Another option is using beam search, and re-ranking based on
different/global features

CKY for dependency parsing

+ The CKY algorithm canbeadapkd to projective dependency posing
- Fora
Ay ofthewords within the span can be the head
~ Innerloop has to consider all possible splits
« For projective parsing, the observation that the left and right dependents of a
head ted redh t00(n?)

External features

« For both type f pasers,one canabtan featurs hatare based on
unsupervioed méthods Such a8
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Errors from different parsers Evaluation metrics for dependency parsers
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Evaluation example Averaging evaluation scores
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Dependency pars mmary Acknowledgments, references, additional reading material
+ Dependency P
« Ttisalso claimed yp for parsing,
frec-word-order languages
* Dependency laton ar ehwesnwords,nphiases o thersbtact noces
are pos
« Two genzml mlhods e e
transition based. greedy search, non-local features,fast, less accurate
raph based] exactsearch, local features, slower,accurate (within model
limitations)
+ Combination of different methods often result in better performance
+ Non-projective parsing is more diffcult
« Mostof
methods (mainly g neral networke)
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